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1.) Introduction 
 

                                                                                                                         

 

    

The two famous reformers of 

probability theory Richard von 

Mises (1883-1953) and Andrej 

Kolmogorov (1903-1987) had 

a correspondence of five letters 

in 1932, triggered by 

Kolmogorov’s review of von 

Mises’ book on probability and 

applications of 1931. 

“Probability Theory and its application in 

statistics and theoretical physics” (1931) 

In this voluminous book of 574 pp. the 

author von Mises goes rarely into 

philosophical or foundational issues, 

because “Anwendungen” (Applications) 

had priority. 

Further volumes of the “Vorlesungen”-

series never appeared due to von Mises’ 

persecution by the Nazis and emigration 

to Istanbul in 1933. 
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My talk at the Ottawa 64th World Congress of Statistics in July 2023 had two main goals: 

- To correct the distorted view of the contributions of Richard von Mises (henceforth 

RvM) which often focuses too much on his partly unsuccessful axioms for probability 

(his “collectives”) and neglects his positive impact on foundations (distributions), in 

Markov chains (ergodic theory), mathematical statistics, and generalisations 

- To indicate the influence of RvM on Kolmogorov in foundations (see also 

Shafer/Vovk 2006), Markov chains, interpretation of relation to reality, and 

mathematical statistics 

In a German article on the history of mathematical statistics of 1990, Hermann Witting says 

the following about RvM’s contribution:  

“R. VON MISES was far more important [than Felix Bernstein] for the development 

of mathematical statistics. Admittedly, the professorship established (ultimately for 

him) in Berlin in 1920 was dedicated to the entire field of applied mathematics. His 

name is perhaps also more associated with (classical) applied mathematics and 

mechanics as well as the foundation of the concept of probability. VON MISES 

nevertheless made decisive contributions to at least four areas of mathematical 

In his Berlin institute for applied 

mathematics Richard von Mises had 

guided his assistant and future wife 

Hilda Geiringer (prev. married to the 

statistician F. Pollaczek) to applied 

mathematics and stochastics. She wrote 

the first draft of his probability book of 

1931 after his lectures of 1925. 

Geiringer finally became an 

international recognized specialist in 

statistics and plasticity. 

Hilda Geiringer (1893-1973)  
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statistics: extreme value theory, the [Sergei] Bernstein - von Mises theorem, the 

Cramér-von Mises test and the von Mises functionals.” (Witting 1990, 792) 

Speaking about von RvM’s much disputed two axioms for the foundations of probability 

theory (1919) and their influence on the future axiomatics of probability in (Kolmogoroff 

1933a) the former Croatian-Austrian, later American William Feller wrote in 1950 in his An 

Introduction to Probability Theory and Its Applications:  

“The statistical, or empirical, attitude toward probability has been developed mainly 

by R. A. Fisher and R. von Mises. The notion of sample space [footnote by Feller: 

“The German word is Merkmalraum (label space)”] comes from von Mises. This 

notion made it possible to build up a strictly mathematical theory of probability based 

on measure theory. Such an approach emerged gradually in the twenties under the 

influence of many authors. An axiomatic treatment representing the modern 

development was given by A. Kolmogorov.” (Feller 1968, 6) 

As is well known, Kolmogorov used RvM’s rudimentary notion of randomness much later in 

1963 within his fundamental work on algorithmic complexity. Referring to his own 

pioneering German book of 1933 Kolmogorov said: 

“I have already expressed the view … that the basis for the applicability of the results 

of the mathematical theory of probability to real 'random phenomena' must depend on 

some form of the frequency concept of probability, the unavoidable nature of which 

has been established by von Mises in a spirited manner.” (Kolmogorov 1963, 369) 

 

 
2. Kolmogorov’s interest in von Mises’ work before 1931  

Already in the 1920s Russian and Soviet mathematicians had been keenly interested 

in RvM’s concept of probability of 1919 (Mises 1919a/b). This had apparently to do with 

RvM’s competence in applied mathematics which also informed his view of probability 

theory. 

Historian of mathematics A. P. Yushkevich reported on seminars in Moscow around 

1928 which he himself, but also leading experts such as A. Ya. Khinchin and A. N. 

Kolmogorov, attended: 
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“Lectures were given and were followed by discussions. I remember the heated 

arguments that arose in connection with R. von Mises’ frequency theory of the 

foundations of probability.” (Zdravkovska/Duren 1993, 18) 

From the beginning this Russian interest was mixed with philosophical concerns because 

RvM was known as a positivist and a staunch supporter of Ernst Mach, who had been 

severely criticized for his “idealism” in Lenin’s book Materialism and Empirio-Criticism of 

1909. In 1930 the Russians translated RvM’s semi-popular book of 1928 “Probability, 

statistics, and truth”, however not without distorting and mistranslating the title: 

             

 

 

 

 

3. Von Mises’ book (1931), and Kolmogorov’s review (1932)  

In early 1931 the 28years old Kolmogorov was visiting Göttingen University (Germany). 

From there he sent an undated letter to RvM in Berlin, which is kept – as the other 

correspondence between the two – at the Harvard University Archives, Cambridge, MA. 

The Russian (pirate-) translation, organised by A. Ya. Khinchin in 1930, eliminates 

the word “Wahrheit” (= truth = istina), probably out of ideological fear: von Mises 

was a positivist and supporter of Ernst Mach! (Siegmund-Schultze 2004) 
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Enclosed within the letter Kolmogorov sent separata of his work and asked RvM – 20 years 

his senior – for an invitation to RvM’s institute in Berlin and for “einige mathematische 

Gespräche” (some mathematical conversations).  

                  

The meeting took place in March 1931. To his intimate friend, the topologist P. S. 

Aleksandrov, Kolmogorov reported on it 2 March 1931 with the following words: 

“Was at Mises’ institute today from 10 to 12. It was interesting, although his 

exceptionalism (in the sense of not wanting to know and understand the work of other 

directions) did surprise me. Before he arrived, a certain assistant was demonstrating a 

Galton Board [? вечную модель с шариками]. By the way, Mises is writing a book 

on probability theory for some Viennese publisher. Saw the proofs: the principles of 

Kollektivslehre are somewhat fluffy [пухлы] (100 pages), the real theory (in the sense 

of Chebyshev and Lyapunov) is very reduced, but the physical applications will 

probably be interesting.” (Shiryaev 2003, volume II, 409)1 

Early in 1932 Kolmogorov wrote a review of von RvM’s book (Mises 1931) for Zentralblatt 

(Kolmogoroff 1932). In the review Kolmogorov mentions as particularly valuable RvM’s 

work on the “Ergodenhypothese,” but he utters doubt about RvM’s handling of “conditional 

probabilities.” Kolmogorov insists on the need for “pure axiomatics,” apparently as opposed 

 
1 Translations in this paper, mostly from German and Russian, are mine. 
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to RvM’s more intuitive and empirical axioms of 1919 which continued to be the foundation 

of his 1931 book. Kolmogorov points, in particular, to the impossibility to ascribe 

“probabilities for all subsets” of given sets (events). Another point of Kolmogorov’s criticism 

was RvM’s proof of the central limit theorem (See Siegmund-Schultze 2006). 

     

Kolmogorov refers in some detail to a diagram given by RvM on page 198 of his book, which 

follows (Mises 1919a), basing probability theory on two “fundamental theorems”, relating to 

direct (Bernoullian) and inverse (Bayesian) probability. 

                 



7 
 

“The second section (§§ 5-8) is devoted to the limit theorems of probability theory. 

These limit theorems are arranged in 2 columns (cf. the table on p.198). The first 

column begins with Bernoulli’s theorem and leads to the first fundamental theorem as 

its final generalisation (§ 8, 7, p. 224). This theorem was first proved by Liapounoff in 

1900 (only for discrete distributions, but under much less restrictive conditions for the 

dispersions and the third moments). The second column begins with Bayes’ theorem 

(also called the inverse Bernoullian theorem). As a generalisation of this theorem, one 

obtains the second fundamental theorem: ‘If the n times observation of a collective 

has yielded n results which have the mean α and the mean square of deviation σ2, then 

the probability density that the expected value of the distribution lies at x is given for 

sufficiently large n, whatever the initial probability, by Gauss’s law with the mean α 

and the dispersion σ2 : n.’” (Kolmogoroff 1932, 277) 

Interestingly enough, Kolmogorov stressed the “inverse” Bayesian theorem as particularly 

noteworthy. 

RvM reacted to Kolmogorov’s review of his book with a letter to Moscow, dated 25 

January 1932. He asked him three questions, of which we quote here only the third:2 

“You note that the first fundamental theorem was already proved in 1900 by 

Liapounoff under partly more general conditions, even if only for arithmetic [i.e. 

discrete] distributions. You cite the formulation of the theorem by me on p. 224 as the 

‘final generalisation’; however, it is a fact that what is derived by me in § 8.4 as the 

first fundamental theorem for arithmetic distributions and stated on p. 212 has a much 

more far-reaching content than the passage cited by you on p. 224.” 

RvM’s local limit theorem with conditions for moments (Mises 1931, 212/13, also referring 

to Mises 1919a, 28) was the following: 

“We now express the first fundamental theorem of probability theory [for 

‘arithmetic’, i.e., discrete distributions, R.S.] as follows:  

The summation of n collectives with arithmetic distributions leads with large n to 

Gauss’ law; mean and dispersion are here the sums of the means and the dispersions 

 
2 I restrict the discussion here to this question, which is closest to mathematical statistics. The other two 
questions concerned conditional probabilities and RvM’s axioms for probability (collectives). The Ottawa talk 
touched upon these two as well. The entire correspondence will be discussed in a forthcoming publication, 
presumably in book form. 
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of the individual distributions, respectively. The conditions under which this theorem 

was proved here are: 

a) The sum of the dispersions of the given distributions grows like n to infinity. 

b) The absolute third-degree moments of the distributions have an upper bound.  

c) In the given distributions – except for at most finitely many among them – 

occurs at least one pair of immediately consecutive integers with non-

vanishing probabilities.” 

Kolmogorov responded on 10 February 1932: 

“The theorem p. 212 was unknown before your work, as far as I know. That I do not 

consider this theorem but the integral theorem p. 224 as the most important final 

result in this direction is really a deviation from your view. The reasons are twofold: 

first, I believe that not only the arithmetic distributions with integer values of the label 

(Merkmal) x are of interest to statistics, for example, when in heritability theory a 

quantitative trait depends on several Mendelian factors. Secondly, the assertion of the 

integral theorem, which is therefore valid under much more general conditions, is 

completely sufficient in most practical cases: how the distribution is constructed in 

very small intervals is less interesting, especially since one usually cannot directly 

observe this fine structure of the distribution. You yourself show, for example, that 

one can determine the distribution function with arbitrary accuracy on the basis of 

observations (ω2 - method) [Cramér-Mises test]; this would not be correct for the 

density function.” 

RvM insisted on the importance of his local limit theorem with the following letter of 19 

February 1932: 

“I want to explain why I consider my theorem of p. 212 to be more important, or at 

least just as important, as L[iapunov]’s result. If one only says something about the 

integrals or sums of probabilities, then one does not even know whether, for example, 

in the simplest Bernoullian case, even and odd results occur with equal frequency. If 

one assumes, for example, that in the urn from which it has been n times drawn, the 

even numbers from 0 to 200 are all present and, in addition, only the one. It then does 

not seem very plausible that (assuming equal probability of the numbers) even and 

odd sums are drawn equally often. Also, knowing only Liapounoff’s theorem, it 
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would still be possible that individual sum-values appear with relatively very high 

probability. What is more, the ratio of the probability of two immediately 

neighbouring numbers could be arbitrarily different from one, and this would be 

obviously something quite different from what the statistician believes and would like 

to have proven.” 

In the correspondence about the review (Kolmogoroff 1932), which ends with a letter by 

Kolmogorov on 26 March 1932, one does not find an admission by Kolmogorov of the 

importance of RvM’s theorem. However, one finds such admission in a publication one year 

later in an important Italian paper “Sulla determinazione empirica di una legge di 

distribuzione” (Kolmogoroff 1933b) which connected to the ω2 - method (Cramér-Mises test) 

in the book (Mises 1931, 316). Although the latter method was originally related to the more 

global level of distributions, not to densities (as Kolmogorov had emphasized in his letter), 

Kolmogorov had now realized the importance of RvM’s local limit theorem for discrete 

distributions, connecting to condition c) in his theorem (see above): 

“The condition c) which is essential in our new theorem, has already been used by 

von Mises in similar considerations.” (Kolmogoroff 1933b, 145) 

E.V. Khmaladze (1986) described this paper as one of the most important among 

Kolmogorov’s statistical works, among other things introducing the ‘Kolmogorov 

distribution’. 

 

 The further development of the relationship between the two probability theorists and 

statisticians Richard von Mises and Andrej Kolmogorov is characterized by continued mutual 

appreciation although RvM would never accept modern measure theory as a foundation for 

probability. This has already been indicated in the introduction above and will be specified in 

a forthcoming detailed study. 
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